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Abstract

Selective auditory attention allows us to focusrelevant sounds within noisy or complex auditoryisonments, and is
essential for the processing of speech and musie aliditory steady-state response (ASSR) has been proposed as a neural
measure for tracking selective auditory attentieven within continuous and complex soundscapes.edery the current
literature is inconsistent on how the ASSR is iefloed by selective attention, with findings basacharily on attention
being directed to either ear rather than to sowndent. In this experiment, a mixture of melodyatns was presented to
both ears identicallyd{otically) as we examined if selective auditory attentiosdand content influences the ASSR. Using
magnetoencephalography (MEG), we assessed thenssigecific ASSRs from three frequency-tagged mekidgams when
attention was directed between each melody strbasgd on their respective pitch and timing. Oummesults showed that
selective attention enhances the ASSR power ottanded melody stream by 14 % at a general seasel. [This ability to
readily capture attentional changes in a stimudicige manner makes the ASSR a useful tool for sigdselective auditory
attention, especially in complex auditory enviromtse As a secondary aim, we explored the distrilputf cortical ASSR
sources and their respective attentional modulatising a distributed source model of the ASSR dagtiWNotably, we
uncovered the existence of ASSR attentional moiuladutside the temporal cortices. Across-subje@rages of the
attentional enhancement over the cortical surfaggest that frontal regions show up to ~ 80 % eobent, while temporal
and parietal cortices were enhanced by 20 - 25mpoitantly, this work advocates a novel ‘beyond tvporal cortex’
perspective on ASSR modulation and also servedemalate for future studies to precisely pin-paititich cortical sites are
more susceptible to ASSR attentional modulation.
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1. Introduction

In light of the brain’s limited capacity to processnultaneous information, the ability to attendaioe out of several
competing sounds is therefore essential, allowimgto extract and process the most important irdition amidst a complex
auditory environment. This phenomenon was firsinedi the “Cocktail party effect (CPE)” by Cherry 1953 and is
important to functions such as speech recognitioosicianship and threat identificatforin music, selective auditory
attention can manifest as the ability to discesingle instrument in an orchestral performancea single voice in a choir.
This ability, estimated with speech-in-noise parfancé and robustness of neural pattéris positively correlated with the
listener's amount of musical trainiiyy suggesting that selective attention capabilitiesy be improved through strategic
training regimes. While the relevance of the CPEpferception and performance is well documentes nrural mechanisms
underlying this phenomenon are still not completehderstood. This is partially due to the diffigedt in isolating the
specific brain activity that stem from one out odmy simultaneous auditory sources: If you selebtiegtend to only the
soprano voice while listening to a choir performgnicow do you separate brain activity represerttiegsoprano from that
representing the rest of the choir and study howt thctivity is influenced by selective attention?ewous
magnetoencephalography (MEG) and electroencepladbygr(EEG) studies on selective auditory attentiame shown that
time-locked neuronal activity [e.g. event-relatedds (ERFs) and potentials (ERPs)] from a widegeanf auditory stimuli
(e.g. click, tones, speech) is increased by atiehti However, such time-locked approaches are nolyeasinpatible with
the complex and dynamic characteristics of natstialor continuous stimuli. Importantly, in a natbauditory environment
sounds from different auditory sources often oamitihh approximately simultaneous onset times, ang ihis very difficult
to distinguish such sounds from their event-relaetivities. In such scenarios, another approasigubte Auditory Steady-
State Response (ASSR) may be useful to isolatessgks the neural activity related to each indalidaund.

The ASSR can be described as an oscillatory evpkéehtial that continuously phase-locks to theiristc fundamental
frequency of the stimulus over the time periodtofhalus presentatidii. The constituent discrete frequency components of
the ASSR can be retrieved from recorded MEG/EEG datng power spectral density (PSD) estimationhods such as
Fourier analysis. A handy way to adjust the stimuhequency, and consequently the ASSR frequenbite wetaining much
of the stimulus property (e.g. pitch, timbre) ia &mplitude modulation (AM) frequency-tagging of the sound. This is done by
increasing and decreasing the amplitude of the d@nvelope (i.e. volume) at a precise rate defiogdhe modulation
frequency (f). This technique can be used to disentangle theessing of sound streams presented simultaneiistg the
neural activity corrresponding to each stream @dibtinguished by a uniqug fluring analysi®™**. In humans, the ASSR is
known to reach a maximum power response at fredegmiose to 40 Hz hence the terrd0 Hz ASSR. Several intermodal
studies have demonstrated that the cortically @gé@drASSR is enhanced when attention is voluntdiigcted towards (as
compared to directed away from) an auditory stirfidin a competing visual stimultfs*. Within the auditory domain (i.e.
intramodal studies) however, results remain uncléarsome cases, selective attention tasks usiebotic stimulus
presentation reported an ASSR enhancement by iattewhile in other cases no effect of attention @snd *>*’ The
inconsistency in findings suggests that whetharatrattention is found to affect the ASSR dependseveral experimental
design factors pertaining to the stimuli, task amlytical approach. Furthermore, the majority mfdamodal auditory
attention ASSR studies adoptachotic experimental design wherein participants shiferaton between the left and right
ears, and the corresponding changes in corticalRsS&e assessed with MEE® Therefore, selective attention in such
dichotic experiments is heavily reliant on spatiaparation of the auditory inputs to the two eatbar than perceptual
separation of the sound streams based on souneintpdéspite the latter being an essential aspeetiective listening. Also,
the spatial separation approach is inherently éichtio two ears and thus only two sources, makimgapplicable to studies
involving complex auditory mixtures with severalsces. To the best of our knowledge, no study Ram@ed the influence
of selective attention on the 40 Hz ASSR when #maes auditory mixture of multiple streams is presdrnb both ears (i.e.
diotically), and auditory stream separation must desed solely on perceptual features of the sowmtent (i.e.
pitch/timbre/tempo). This gap in the ASSR-attentiderature may point to some challenges that meseas face in
designing such an experiment, for example, in figdduitable stimuli and tasks with sufficient streseparability to evoke a
detectable difference in selective attention wheingidiotic stimuli.

In the current study, we aim to explore this nosgbroach by using a task where selective attemgiatirected towards
diotically-presented AM frequency-tagged melodeains that are easily differentiable by their reipediming and pitch.
For the frequency-tagging, we used separate maduléequencies atf= 39, 41, 43 Hz to individually tag each of three
different melody streams, with the goal of elicifiASSRs corresponding to the three melody stre&aisdan be clearly
separated in the frequency domain during analjgisassess the ASSR, we measured ongoing brairitactvmillisecond
temporal resolution and millimetre spatial preaisizssing MEG®. At the same time, MEG is also well-suited for tiglly
precise modelling of brain activity at an individamatomical level.

The primary aim of this study was to assess if Af®Rer is influenced when selective attention iected towards a
specific melody stream, and if this can be readibgerved in sensor level MEG analyses. Based onitheliterature
supporting the enhancement effect of selectivenétie on neural signals’®* we hypothesized that attention increases the
ASSR power corresponding to the attended strearth Bvifficient signal power, we expect that thigation effect may be
observed already in sensor-level data.

A secondary aim of this study is to gain insight® ithe structural distribution of the cortical soes that are involved in
ASSR expression and their attentional modulatianceSlittle is known about the source distributmfithe ASSR attentional
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modulation, apart from its presence in the auditmtexX*?® we have no specifia priori hypothesis about where to expect
the ASSR attention effect, although attention-ealditerature does suggest the prefrontal cortex ieely sité”* Hence,
we will first use a distributed source model toritify likely ASSR source positions, then statistigdest whether there exist
sources outside the auditory cortex that driveattention effect. Furthermore, we will compute #woss-subject average
degree of attentional modulation in each of theS&R source regions.

2. Materialsand Methods

2.1 Participants

A total of 29 participants with normal hearing voleered to take part in the experiment. The expartrwas approved by
the Regional Ethics Review Board in Stockholm (DB@17/998-31/2). Both written and oral informed semt were
obtained from all participants prior to the expegith All participants received a monetary compeonatf SEK 600 (~ EUR
60). One participant was excluded due to incomplete collection, and a second participant wasuebed due to less-than-
chance performance in the behavioural task, regpiti a final sample size of 27 participants foMEG analyses (age 18 —
49 years, mean age = 28.6, SD = 6.2; 9 femaldt-hdmded).

2.2 Experimental Task: Melody Development Tracking (MDT) task

Participants were presented with 3 melody streafmsaeasing pitch [i.e. carrier frequency)(fange], henceforth
referred to as the Bottom voice, Middle voice, dingh voice. The participants were instructed to aiagtention exclusively
to the Bottom voice or Top voice according to a baeéore the melodies started (e.g. “Attend bottaice!”). At a random
surprise point during melody playback, the melothpped and participants were asked to report tiestiairection of pitch
change for the attended melody stream by pressiegooit of three buttons, representfajing, rising or constant pitch
respectively (e.g. whether the last note was fglliising or constant relative to the note precgdinRefer to Fig. 1). In
total, 28 of these responses were collected fdn padicipant.

Top voice (highest pitch) falling pitch

f.=196 - 329 Hz [
f,,=43 Hz o "

>

Middle voice (middle pitch)

sl
f.= 147 — 294 Hz

f =41 Hz - " o - o —

PITCH

Bottom voice (lowest pitch)

f.=131-220 Hz [ constant pitch
f,=39 Hz . powe e

™™ e e

TIME

Figure 1. The Melody Development Tracking (MDT) task. Participants listened to three melody streams while attending to either the
Bottom voice or Top voice following a cue. When the melody stopped, participants were asked to report the last direction of pitch change
for the attended melody stream (i.e. falling, rising or constant pitch as illustrated). The three melody streams were presented separately
in time, starting from Bottom to Top (shown in figure) or its reverse. The respective f, (pitch) range and f,, of each stream are indicated
above.

The three voices were presented separately in 8ok that the voices had their note onset eithéng order of Bottom-
Middle-Top or its reverse, while keeping the ortbefanced across trials. Prior to the actual MEGnding, participants
received 10 to 15 min of training to familiarizeethselves with the task. Participants were deenedlyrto commence with
the actual experiment once they managed to repertorrect answers for at least five consecutiidstrAs the task was
designed to require continuous selective attentiothe cued melody stream, it was imperative tontadé alertness and
alleviate fatigue. We therefore introduced a biiefak in the task every ~5 min, during which theegal attentiveness of the
participant was also assessed using the Karolislepiness scafe To minimize movement artefacts, participants were
asked not to move when listening to each melodynsed, which was at most 30 s long. The MEG recagrdime was
approximately 20 min per participant, including ddts.

2.3 Stimuli

Each of the three voices was constructed usingearst of 750 ms long sinusoidal tones obétween 131 — 329 Hz
(Bottom voice: 131 - 220 Hz; Middle voice 147 — 294; Top voice 196 — 329 Hz), generated using théet#@n Live 9
software (Berlin, Germany). At the onset and offsieeach tone, we introduced a 25 ms amplitude-fadsnd fade-out to
avoid audible compression clicks. These tones wWae amplitude-modulated sinusoidally in Abletord B using f at 39
(Bottom voice), 41 (Middle voice), and 43 (Top widHz, and a modulation depth of 100% to achieveimam ASSR
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powef. For simplicity, only tones in the C major harmoricale were used. The duration of melody presentatas
randomized to be between 9 — 30 seconds long taceepredictability of the stop point and therebyintan high attention
throughout the melody. Loudness was calibratedgusirsoundmeter (Type 2235, Briel & Kjeer, Neerum, rienk) to
account for differences in subjective loudnesddiferent frequency rang&s The respective settings for the Bottom, Middle
and Top voices were 0 dB, -6 dB and -10 dB. Thewdtis was presented identically via ear tubes ti lears with the
volume adjusted to be 75 dB SPL per ear, subjdotettividual comfort level.

2.4 Data Acquisition

MEG measurements were carried out using a 306-ehasinole-scalp neuromagnetometer system (ElektaJXKRiu,
Elekta Neuromag Oy, Helsinki, Finland). Data wasorded at a 1 kHz sampling rate, on-line bandp#ssefd between 0.1-
330 Hz and stored for off-line analysis. Horizonggle-movements and eye-blinks were monitored uborigontal and
vertical bipolar electroculography electrodes. Gardactivity was monitored with bipolar electrocagtaphy electrodes
attached below the left and right clavicle. Intéria&tive shielding was active during MEG recordinigs suppress
electromagnetic artefacts from the surrounding remvinent. In preparation for the MEG-measurementh gaarticipant’s
head shape was digitized using a Polhemus FASTRAIE. participant’s head position and head movememewnonitored
during MEG recordings using head-position indicatoils. Anatomical MRIs were acquired using hi-r8agittal T1
weighted 3D IR-SPGR (inversion recovery spoileddgrat echo) images by a GE MR750 3 Tesla scanrtéerthe following
pulse sequence parameters: 1 mm isotropic resoJufioV 240 x 240 mm, acquisition matrix: 240 x 2480 slices 1 mm
thick, bandwidth per pixel=347 Hz/pixel, Flip Angl&2 degrees, TI=400 ms, TE=2.4 ms, TR=5.5 ms rieguih a TR per
slice of 1390 ms.

2.5 Data Processing

The acquired MEG data was pre-processed using Mexfiv2.27*** and subsequently analysed and processed using
the Fieldtrip toolboX in MATLAB (Version 2016a, Mathworks Inc., NatickjA), as well as the MNE-Python softwdte
Cortical reconstruction and volumetric segmentatidnall participants’ MRI was performed with theeesurfer image
analysis suit¥.

2.5.1 Pre-Processing

MEG data was MaxFiltered by applying temporal sigsizace separation (tSSS) to suppress artefaats drdside the
MEG helmet and to compensate for head movemenngluecordings™* before being transformed to a default head
position. The tSSS had a buffer length of 10 s amdit-off correlation coefficient of 0.98. The cionbus MEG data was
divided into 1 s-long epochs from stimulus onset. (@nset of each individual note). Epochs werae thsually inspected for
artefacts and outliers with high variance were ategjeé usingft_rejectvisual®®. After cleaning, the remaining 69 % of all
epochs were kept for further analyses. The datadivéded into six experimental conditions, consgigtof epochs (~100 per
condition) for each of the three voices (Bottomdile, Top) under instructions to attend the Bottasite or Top voice,
respectively, i.e.: i) Bottom voice — Attend BottdBottom-Attend), ii) Bottom voice — Attend Top (Bom-Unattend), iii)
Top voice — Attend Top (Top-Attend), iv) Top voieAttend Bottom (Top-Unattend), v) Middle voice #eénd Bottom, vi)
Middle voice — Attend Top.

2.5.2 Behavioural data analysis

To assess response accuracy in the MDT task, nas&rperformance scores (number of correct respangesf 28 total
responses) were calculated across all conditigperately for each participant.

253  Sensor-gpace analysis

We carried out sensor-space analysis on the clelslii#sl epochs to extract the effect of selectiverditbe on the ASSR.
ERFs were also extracted to check for the manijulatf attention by the task, since it has alreldgn well-documented in
literature that attention enhances the ERIFor these analyses, firstly, a 30 — 50 Hz barslfiisr was applied to obtain the
ASSR, and a 20 Hz low-pass filter was applied ttaiobthe ERF. Within each participant, the filteregochs were then
averaged per condition, resulting in th@elocked ASSR andtimelocked ERF. The ERF data was demeaned using an interval,
100 - 0 ms before stimulus onset, as the baselioeacquire the ASSR power spectrum in the frequadmyain, a fast
Fourier transform (hanning-tapered, frequency rggw = 1 Hz) was applied to thienelocked ASSR data above. The ASSR
power spectrum antimelocked ERF data were further averaged across all gradionsgtesors, after collapsing data from
orthogonal planar gradiometers, to give the avegagdiometer data per participant. Gradiometer snaere selected for
analysis as they are generally less noisy compareagagnetometers. The ASSR power at(flefined as 39, 41, and 43 Hz
for the Bottom, Middle and Top voices respectivalygs extracted accordingly for each of the six dios to give the
mean ASSR power a},foer condition (e.g. For the Bottom-Attend and BottUnattend conditions, the power at 39 Hz was
used). To obtain the ERF sustained field amplitpelecondition, the average amplitude acrosdithdocked ERF data was
calculated using a 300 — 800 ms post-stimulus ditaetwindovy" %

254  Source-space analysis



158 In order to model the effect of selective attentionthe ASSR at the anatomical level, we usedtalzlited source model
159 containing 20484 dipolar sources on the corticafase of each participant. By using a minimum-nagstimate (MNE)
160 approacf, we estimated the amplitude of these sourcegytrarated the ASSR. Thienelocked ASSR data was used for this
161 analysis, to produce MNE solutions for each partiot that were subsequently morphed to a commod teraplate -
162 fsaverage. As an initial step, we calculated trmugraveraged morphed MNE solution before computsgower spectral
163 density (PSD) using Welch’s method (hanning windéwesquency resolution = 1 Hz).

164 We then used the middle voice (excluded from souamcalyses addressing the attention effect on ASSR) as a
165 localizer to identify ASSR sources across the corfEhe entire cortical sheet was divided into 1Q#-segions per
166 hemisphere according to the Brainnetome Aljaand the PSDs of all vertices within each subeegiere averaged to give a
167 medianlocalizer power per sub-region. For the sake of clarity, we useddccipital lobe as a reference for the absence of
168  strong and independent ASSR sources, and disc@&4lsdb-regions (12 per hemisphere) wibalizer power less than the
169 meanlocalizer power across all vertices in the occipital lobe (4.83*18°m?). For each of the remaining 93 sub-regions
170 (symmetrical across both hemispheres), PSDs ofdhstituent vertices were averaged to give a med&n per Sub-region
171 x Voice (Bottom and Top voices only) x Attend caiat.

172 Next, the power at.f (i.e. the ASSR power) during Attend and Unatteodditions was extracted separately for the
173 Bottom and Top voices. The Attend versus Unatter85R power difference (Attend — Unattend) for eaolter was
174  computed as a percentage of the power at the Udlatendition % AU change), representing a measure of the ASSR power
175 enhancement due to selective attention. To obt&isual estimation of the ASSR attentional enharer@macross the cortical
176  space, we mapped the AU change over all sub-regions as shown in Figure 6. Foromentoncise numerical representation
177 of the attentional contrast across the brain, tBes@b-regions were subsequently categorized intoegns of interests
178 (ROIs) per hemisphere according to the Brainnetditas™ (labels in Fig. 5). As before, the PSDs of alltizers within each
179 ROI were median-averaged before extracting the peivg, per Voice x Attend condition. THé AU change was computed
180 and tabulated in Table 1, alongside the methaalizer power per ROI.

181 255 Point spread function of a stimulated 41 Hz ASSR at the primary auditory cortex

182 We used the point spread function to characteheespatial accuracy of the source localization oethy illustrating the
183 amount of signal spread occurring due to the soestienation of a single activated source, or is t@se an area of activated
184  sources. We computed the point spread functioniigy $imulating a continuous 41 Hz sine wave atheaertex in the
185 primary auditory cortex (see Figure 4B inset) fothhhemispheres, followed by projecting the acgfitd the 306 MEG
186  sensors, and finally projecting the estimated magfields back to source space using the inveosigtion that was obtained
187 in the step above. This process was repeated &r garticipant using their individual noise covada matrices and head
188 geometries, then morphed to the fsaverage headatampnd eventually averaged across all 27 ppatits to give the final
189  solution illustrated in Figure 4B. The power of thienulated activity was fixed at 24102° A’m? the group-averaged
190 maximum power obtained in the MNE solution for Migldle voice localizer.

191 256  Cluster-based permutation of attentional modulation in areas outside the temporal cortex

192 To assess whether the attentional modulation t&sstally driven by regionsutside the temporal cortex, we adopted a
193 cluster-based permutation t€stising the PSD of each individual's MNE solution fhe ASSR data (computed above in
194  section 2.5.4): For each voice, a t-statistic wamputed for every vertex using the difference betwattend and Unattend
195 conditions. Clusters were defined as contiguoutiog= across space with t > 2.06, and computedyusispatial resolution
196 of 1284 vertices to ensure that the test remaireditve despite minute spatial differences invgtibetween participants.
197  The sum of t-values within each clusteg ) was computed and compared against a distribatiahe largest I, obtained
198 from each of 1024 random permutations of the camibels prior to clustering. The difference vasined as significant
199 if there existed any clusters with a p-value be®5b. To test if there was any regioutside the temporal cortex that drives
200 a statistically significant ASSR modulation, allrtiees in the temporal cortex were excluded fromstdring in the first a
201 cluster-based permutation test. For comparisoncavelucted a second cluster permutation test inofudll regions of the
202 cortex.
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3. Reaults

3.1 Behavioural results

Results from the MDT task showed that overall pgpéints performed significantly above the chaneellef 33% (M =
67 %, SD = 21.7 %t(29) = 8.30, phetaied < 0.001). As described above, under 2.1 Partitipamo participants were
excluded from further analyses to give a final skngize of 27 participants for subsequent MEG as®ly MDT task
performance was not significantly different betweknecting attention to Bottom and Top voiC{kied =0.92).

3.2 MEGresults

3.2.1  Sensor space

We used sensor space analysis of MEG data to égabua primary hypothesis: Selective attentionramfiency-tagged
melody streams enhances the magnitude of the A88Rsponding to the attended stream. To extracefieet of selective
attention on the ASSR for each participant, we catex the average ASSR power spectrum across gratborsensors for
all six conditions: Bottom-Attend, Bottom-Unattentipp-Attend, Top-Unattend, Middle voice - Attend tRon, Middle
voice — Attend Top. For each of these conditions,algo calculated the average ERF sustained fieldlidate that our task
successfully manipulated selective attention. Fgrshows the across subject grand average ASSRrpEpectra. The
ASSR peaks for each voice can be observed cleateaespective modulation frequencies of 39 (@ujt 41 (Middle) and
43 (Top) Hz.

3.2.1.1 Attention and ASSR power

-26 . . . .
3 x10 Grand Average Fourier-Transformed ASSR Boxplot for Attention Modulation Across 3 Voices
140 % T T T
2.5¢ ] 17%** 120%
— Attend Bottom voice 100 %
— 2| ---- Attend Top voice
R 80 %
E o
& ——
= Lsl " 60 % |
8 it 1%t . .
2 A" 40% ! —_— I
) — 1 |
Y 17% \ :
20%F I 11%
L 1%
0% i
0.5  — I :
I
-20% et :
- -y |
0 — -20% —t
30 35 40 45 50 . . .
Bottom Middle Top Bottom Middle Top
Frequency (Hz)

Figure 2. (Left panel) Across subject Grand Average ASSR power spectra for all conditions. ASSR power increased significantly when
participants attended the corresponding Bottom (39 Hz - blue) or Top (43 Hz - red) voice. For the reference Middle voice (41 Hz - green),
there was no significant difference between Attend Bottom and Attend Top. Arrows indicate median percentage attentional
enhancement across all 27 participants. p<0.01**, p<0.05*

(Right panel) Boxplot showing the distribution of all 27 participant's percentage attentional change for the 3 voices. Median values are
marked with brown lines and displayed in each box, while the bottom and top edges of each box indicated the 25 % and 75 % percentiles
respectively. Outliers beyond the whiskers are plotted with red dots.

The Attend versus Unattend contrasts, using mearep¢ll units are in ¥m? at f,, for the Bottom and Top voices, yield
significant differences with a higher power for tiend (Myottom = 2.80°10°%, SDyottom = 3.3210°% Mo, = 1.6010°°, SDy, =
1.6+10°% compared to Unattend @Mkom= 2.39410°°, SDyotom = 2.7°10°% My, = 1.45¢10°°, SD, = 1.5¢10°) condition
(t(27)ottom = 3.51, Ruo-tailed,bottom= 0.0016:;H(27 kop = 2.62, Rwo-tiled,iop= 0.014). These differences are expressed ascamnage
of increase relative to the Unattend condition, antticated with arrows in Figure 2 (left panel)prdside the spread of the
data across individual participants (see Fig. ghtripanel). These results confirmed our primarydilyesis that selective
attention enhances ASSR power, and at an averafjd &% across both Bottom and Top voices. There maasignificant
difference in ASSR enhancement between the BottadnTap voice {(27) =1.22, Ro-tiled = 0.24). As expected, the ASSR
enhancement was specific for the selectively agdnebice, and was not observed on the Middle vaibiEh participants
were never instructed to attend to. Accordinglyréhwas no significant differenc§27) =0.33, Rio-taled = 0.74) between
Attend Bottom (M = 1.90-18°, SD = 2.0-13° and Attend Top (M = 1.89¢1%, SD = 2.1.13°) for the Middle voice.

3.2.1.2 Attention and ERFs
To validate that the MDT task manipulated attentgrccessfully, we calculated the average ERF swstafield

amplitude per Voice x Attend condition. The restiitem contrasting the Attend versus Unattend ER®w& significant
differences for the Botton(@7) = 5.55, Ro-tailea< 0.001) and Topt(27) = 6.27, Rio-aiea< 0.001) voices. As with the ASSR,
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for the non-attended Middle voice, there was naificant difference between Attend Bottom and Attérop ((27) = 1.18,
Pwo-taied = 0.25). These ERF results serve as supportingeage to show that selective attention was suadbssf
manipulated as intended in this experiment (i.eaded exclusively to the instructed voice). Thejetitbgrand averaged ERFs
per condition are illustrated in Figure 3 with avsindicating the attentional enhancement [29 %)B6 % (Top)].

Grand Average ERF across all channels

x10713
12+

11+

10 -
-~ 26%*** ~
9+ hE
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2 Bottom voice
wrt ' * Middle voice

51 Top voice
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Figure 3. Across subject Grand Average ERF for all conditions. The amplitude of the ERF sustained field was averaged across 300-800ms
post-stimulus (black vertical dashed lines) and used for comparison between Attend versus Unattend conditions. As with the ASSR results,
when participants attended the Bottom (blue) or Top (red) voice, corresponding ERF amplitudes increased significantly. There was no
significant difference between Middle voice — Attend Bottom and Middle voice - Attend Top (green). Arrows indicate median percentage
attentional enhancement across all 27 participants. p<0.001***

3.22  Source space

Our secondary aim to determine the cortical diatidn of neural sources that are involved in ASSBression (section
3.2.2.1 below) and their sensitivity to attentionaddulation (section 3.2.2.2 below) was addressittdl source space MEG
analysis.

3.2.21 Location of ASSR Sources

To identify the cortical areas involved in ASSR mgsion, a distributed MNE source estimate of thddl@ voice
localizer power was computed, revealing multipleS&Ssources that originate mainly from the tempgratietal and frontal
cortices (Figure 4A). These source positions ateent with the results of previous studies suppprASSR activation
sites extending beyond the auditory coftéX Unsurprisingly, sources with the strongest powere found in the primary
auditory cortical regions, followed by parietal andntal sources. In addition, the point spreadtfion (see 2.5.5 above for
details) for a simulated 41 Hz sine wave at thedefl right auditory cortices was computed to assésther the obtained
ASSR sources were independent from one anotheresut from a single signal in the primary auditeortex spreading
(Figure 4B). Notably, the modelled point spreadcfion displayed a much lower maximum power at I®7 A’m?,
compared to the MNE solution with its maximum poweR4.1102° A’n?, as well as less extensive coverage of the cortex.
This shows that there exist large and systemafierdnces between the point spread model and aerebd ASSR sources,
and that the MNE source estimate cannot be explaakely by the signal spread of the primary auglismurce.
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Middle voice localizer signal power at 41 Hz across the cortex Power (1026 AZm?)
24.1

«

f Occipital

Top Frontal

Figure 4A. ASSR power at 41 Hz for the Middle voice localizer across the cortex. The MNE solution for the Middle voice was used to
estimate the location and strength of ASSR sources. Multiple ASSR sources were found over the entire cortical sheet with the strongest
located in the primary auditory cortex. Other relatively strong sources were distributed over the temporal as well as parietal cortices,
while sources with moderate activity were observed in the frontal region. Overall, the ASSR was stronger in the right than left
hemisphere. The strength of the ASSR is described by the colour bar on the rightmost end.

Point spread function of a simulated 41 Hz ASSR Power (1032 A?’m?)

i \Occipital 137

Left

Simulated 41 Hz ASSR at primary auditory cortex

Figure 4B. Point spread function of a simulated 41 Hz ASSR at the primary auditory cortex (both hemispheres). The power of the
simulated ASSR sources (bottom-right inset) was adjusted to 24.110% Azmz, the maximum power of the group-averaged Middle voice
localizer. After applying the inverse solution, the resultant point spread function gave a lower group-averaged maximum power of
13.7-10° A’'m’.

3.2.2.2 Cluster-based permutation

When testing for attentional ASSR modulationtside the temporal cortex (thus excluding vertices in the temporal
cortex), cluster-based permutation results revealsgynificant ASSR attentional enhancement forBbo&om (Rwo-tailed, =
0.002) and Top (o-tailed, = 0.013) voices, but not the non-attended MiddlE® (Bwo-tailed, = 0.71). For the Bottom voice, the
result was driven by clusters in the middle fronggtus, inferior frontal gyrus, orbital gyrus, inifer parietal lobule
postcentral gyrus and insular gyrus. For the Tdpeydhe result is driven by clusters in the préi@@mgyrus, inferior parietal
lobule, postcentral gyrus and insular gyrus (see 34).

Similarly, when testing for ASSR attentional modiga across the entire cortex (i.e. including the temporal cortex), the
results showed a significant ASSR attentional eobarent for the Bottom {f.taieq, = 0.002) and TOp (Ro-tailed, = 0.013)
voices, but not the Middle voice @i, = 0.71). As can be seen by comparing Figures A58y the resultant ROIs are
identical between these analyses, apart from additivertices in the Superior Temporal Gyrus, Méd@iEmporal Gyrus and
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Posterior Superior Temporal Sulcus that formedtehssin the latter test, contributing to the Bottmwice attentional

enhancement (see Fig. 5B).

All Clusters With p < 0.05

Middle Frontal Gyrus
Inferior Frontal Gyrus
Orbital Gyrus

A) Regions excluding
temporal cortex

B) All Regions

Bottom Voice

Inferior Parietal Lobule
Postcentral Gyrus
Insular Gyrus

Regions above with the addition of:
Superior Temporal Gyrus

Middle Temporal Gyrus

Posterior Superior Temporal Sulcus

Top Voice

Precentral Gyrus
Inferior Parietal Lobule
Postcentral Gyrus
Insular Gyrus

Figure 5. All clusters with p<0.05 obtained from cluster-based permutation tests of the Attend-Unattend contrast for the Bottom (left)
and Top (right) voices. The p-value of each cluster is displayed below the brain, while ROIs containing vertices that belong to the cluster
are described in italics above the brain. A) Top row: Clusters obtained when vertices in the temporal cortex are excluded from clustering;
B) Bottom row: Clusters obtained when vertices from all regions, including the temporal cortex, were allowed to form clusters. The ROIs
are generally the same whether or not the temporal cortex is included during clustering, with the exception of the Bottom voice left
hemispheric cluster which included three additional temporal ROIs as indicated.

3.2.2.3 Average ASSR Attentional Enhancement across the cortex
To evaluate how much each area involved in ASSResgion is modulated by selective attention, wepded thedo AU

change - a measure of the relative ASSR attentional endraeat - across 93 sub-regions per cortical hemispfog the
Bottom and Top voices. Figure 6 shows the voicaayed% AU change across these sub-regions. The frontal cortex shows
a wide range of attentional modulation effectshvdome focal parts exhibiting very strong atterdlohASSR enhancement
above 80 % (yellow) while other areas display matidy strong attentional effect around 40 % (orangy@ contrast,
temporal and parietal regions display weaker butemtmmogeneous distribution of attentional modafatacross sub-

regions, with ASSR enhancements typically around 2B % (dark orange).



Attentional Enhancement Across the Cortex

315

316 Figure 6. Distribution of ASSR attentional enhancement across the cortex. The average percentage increase in ASSR power between
317 Attend and Unattend conditions across the Bottom and Top voices was computed and scaled according to the colour bar on the right.
318 Generally speaking, frontal regions display a 2 — 4 times larger attentional enhancement than temporal and parietal regions. The frontal
319 cortex also shows a wider range of attentional modulation effects across sub-regions, with some focal parts exhibiting above 80 %
320 attentional ASSR enhancement (yellow) while other areas display comparatively weaker attentional effect of around 40 % (orange). On
321 the other hand, temporal and parietal regions show more homogeneity in the distribution of attentional enhancement that revolves
322 around 20 - 25 % (dark orange). The 93 sub-regions can be categorized into 20 ROI labels per hemisphere as demarcated above. ROIs in
323 the frontal (green), temporal (blue), parietal (magenta), occipital (white) and insular/limbic (yellow) lobes are numbered according to the

324 Label # column in Table 1. Labels 10, 11, 15, 18 and 19 are located in the medial region between both hemispheres and thus not visible in
325 this figure.

326 Subsequently, we categorized the sub-regions BtBQIs per hemisphere and compiled ¥h&U change for each in Table
327 1, sorted in order of decreasing median localizevgr across both hemispheres (BH column). Astefiskark the ROIs and
328 corresponding hemisphere containing vertices whielong to any cluster with p<0.05 that drives thterdgional effect, as
329 reported in the cluster-based permutation test@al§eection 3.2.2.2). The attention effect was ithisted across all ROIs at
330 an average of ~ 15 %. ROlIs in the frontal gyruseappo be most strongly and consistently enhangeattintion, with the
331 left superior frontal gyrus (Label #1 in Tab. 1 afid. 5) showing up to 54 % attentional enhancemBegions in the
332  temporal and parietal lobes displayed up to 27 #3M% attentional enhancement respectively.useful to note that while
333 some ROlIs in the bottom rows of Table 1 have RigiAU change (e.g. Lateral Occipital Cortex) that may suggesing
334  attentional enhancement, localizer ASSR power ésehareas were extremely weak (within the lowéstd& all sub-regions
335 for the Lateral Occipital Cortex). This calls foaution when interpreting whether the attentionghasmtement in these
336 regions stems from the presence of true ASSR ssuocés likely a spurious result from noise otdispread.

. . Localizer Power (Azmz) % AU Change
Lobe Label # Regions of interest BH LH RH LH RH
Temporal 7 Superior temporal gyrus 1.74E-25 1.24E-25 2.25E-25 19%* 15%
Temporal 8 Middle temporal gyrus 1.29E-25 1.14E-25 1.43E-25 18%* 11%
Temporal 12 Posterior superior temporal sulcus 1.27E-25 1.06E-25 1.48E-25 13%* 14%
Frontal 3 Inferior frontal gyrus 8.36E-26 6.42E-26 1.03E-25 15% 18%*
Temporal 9 Inferior temporal gyrus 5.33E-26 5.87E-26 4.79E-26 13% 14%
Parietal 16 Postcentral gyrus 4.79E-26 3.84E-26 5.74E-26 17%* 11%*
Insular 17 Insular gyrus 3.77E-26 2.23E-26 5.32E-26 14%* 15%*
Frontal 5 Precentral gyrus 3.50E-26 2.79E-26 4.21E-26 15% 25%*
Temporal 10 Fusiform gyrus 3.09E-26 2.72E-26 3.46E-26 27% 9%
Temporal 11 Parahippocampal gyrus 2.96E-26 2.74E-26 3.17E-26 -14% 10%
Frontal 4 Orbital gyrus 2.87E-26 2.53E-26 3.21E-26 -8% 15%*
Parietal 14 Inferior parietal lobule 1.61E-26 9.93E-27 2.23E-26 13%* 14%*

Frontal 6 Paracentral lobule 1.40E-26 1.52E-26 1.28E-26 -5% 59%
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Frontal 2 Middle frontal gyrus 1.15E-26 8.79E-27 1.41E-26 18% 25%*

Parietal 15 Precuneus 1.02E-26 1.12E-26 9.25E-27 -3% 35%
Frontal 1 Superior frontal gyrus 8.96E-27 6.67E-27 1.13E-26 54% 32%
Occipital 20 Lateral occipital cortex 8.18E-27 8.01E-27 8.35E-27 20% 36%
Parietal 13 Superior parietal lobule 8.12E-27 6.74E-27 9.49E-27 -6% 0%
Occipital 19 MedioVentral occipital cortex 6.4448E-27 6.23E-27 6.74E-27 9% 20%
Limbic 18 Cingulate gyrus 6.20E-27 5.12E-27 7.28E-27 12% 14%

Table 1. % AU change for 20 ROIs, sorted in order of decreasing bi-hemispheric localizer power (BH column). The localizer power and % AU
change are shown for the Left Hemisphere (LH), Right Hemisphere (RH) and Both Hemisphere average (BH). The first column names the
lobe in which the ROI belongs, while the Label # column indicates its position numbered in Figure 6 above. Coloured rows highlight ROIs
belonging to the temporal (blue), frontal (green), parietal (pink), occipital (white) and insular/limbic (yellow) lobes. Asterisks * indicate that
the ROI contains vertices belonging to clusters driving the significant effect in the cluster-based permutation test.

4, Discussion

This study was conducted with the primary aim oéraining whether selective attention to frequenggéal melody
streams (in this study coineabices) that are presented diotically enhances the magmibf the ASSR specifically to the
selectively attended voice. Consistent with oumgiiy hypothesis, we observed significant enhanceonfehSSR power due
to selective attention in MEG sensor space (seeZad 3).

As a secondary aim, we also examined the cortiséiildution of neural sources that are involved\BSR expression and
their sensitivity to attentional modulation. Togldim, we analysed the MEG data using an MNE digtied source model,
and found significant ASSR enhancement outsidedh®oral cortices driven by clusters in the frorsadl parietal regions
(see Fig. 5). We then mapped out the across-sufpjantl average ASSR attentional enhancement ogeardittical sheet and
observed differences in the degree of attentionabecement across frontal, temporal and parietds R&ee Fig. 6 and
Table 1). While some previous studies have repo88R modulation when shifting selective attentimiween sensory
modalities?** and between ears (as in dichotic listening expemisy >’ our study investigates this effect on diotically
presented sound streams that can only be distimgiisy their perceptual content (i.e. pitch andrtgh This is important as
content-based separation is an important partlet®ee auditory attention in central to functiogisch as speech recognition
and music listening. The following section discisstee key findings and relevance of the currerdystu

4.1 Attentional enhancement of ASSR

Overall, our results showed that selective attengivhanced the 40 Hz ASSR power by an average @ (ske Fig. 2 and
3). We also demonstrated that this enhancemenspesfic to the attended Bottom and Top voicesdidihot spread to the
adjacent non-attended Middle voice, both in sespace and in source space. To the best of our kage| this is the first
time any study has reported clear findings of AZ#Rntional enhancement based solely on percepdypalration of stimuli
sound content. While our results revealed stromgemtional modulation for the Bottom voice ASSRurthithe Top voice
ASSR, we also noted that the mean Bottom voice A$BRer was higher than that of the Top voice, rélgas of
attentional condition. We believe that the mairsceabehind a lower Top voice ASSR power is thatalsime was reduced
to -10 dB relative to the Bottom Voice (as desdlihender Methods). The loudness of the voices wasstatl to be
subjectively equal for the MDT task, in order torqgensate for the subjective amplification of highigch sounds in human
hearind?, and this has created general ASSR power diffesebetween the voicesThis volume difference as well as other
differences between the voices, such as that ifecdrequency and modulation frequency, might dlswe contributed to
the observed attentional differences across théoBoand Top voices, although additional studiesrarpired to further
investigate this. The modulation in ASSR power tluselective attention supports the notion of adopn regulated gain
control mechanism of attention, proposed by marthars in the past®?® Importantly, the results provide the first clear
evidence that selective attention enhances theonalirepresentation of an attended sound streaem when the attended
stream is not spatially separated from other squasls dichotic listening designs.

4.2 Location of the ASSR and its Attentional Enhancement:

Regarding the cortical distribution of ASSR souraes their sensitivity to attentional modulationNH results revealed
ASSR sources originating from a variety of frontatnporal and parietal regions (Fig. 4A). The ageanying point spread
function (Fig. 4B) of the primary auditory cortearcbe used to gauge whether these sources aradttivg and independent
or caused by field spread from strong sources withe primary auditory cortex. Taken together, siistematic differences
between the point spread model and the observedrAs®Brce model favours an interpretation wheretéosources are
independently active from the primary auditory smst Although several activated regions in thegpalriand secondary
auditory cortices overlap with the point spreadction, the much larger power generated by the MblEt®n indicates that
additional sources outside the primary auditory@omust be present to contribute to the additisigrial power. As further
support for this interpretation, previous EE@nd positron emission tomography (PET) studies have also found multiple
sources generating the 40 Hz ASSR, including magyons outside the auditory pathway. These regiesgecially the
frontal areas, are commonly overlooked in ASSRrditte studies, which typically place exclusive fean stronger sources
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within the primary auditory cortéX’’ especially when the ASSR source is modelled asle. To the best of our

knowledge, no present study has reported any atterhteffect on sources outside the temporal cottaxs highlighting the
novelty of our results demonstrating a significatténtional enhancement from these sources.

Complementary to these results, the subject-avdraiggree of attentional enhancement was mapped tbgeentire
cortical sheet to provide a visual understandinghef ASSR attentional distribution. However, asuke rof caution, we
recommend readers to also consider the ASSR saatosty (Fig. 4A/B) of an area when evaluating wier that area
directly expresses an ASSR and an associated iattahimodulation, or whether the observed enhanoémsean indirect
artefact of field spread from nearby strong sourées example, no obvious independent ASSR sousege found in the
Middle Temporal Gyrus (Label #8) and Inferior TemgoGyrus (Label #9), suggesting that the obser&ER and
attentional enhancement at these areas are likelytalfield spread from adjacent regions. Convgrgaetiging from Figure
4, the Superior Temporal Gyrus (Label #7) and Rodtal Gyrus (Label #16) both contain strongly ztd and visibly
independent ASSR sources, thus providing more comg evidence that substantiates the presencectofilaASSR
enhancement. This is further supported by the flaat these ROIs contain vertices that belong tstels driving the
significant attentional effect. Interestingly, cawurce level analysis seems to suggest that therli@e differences in the
degreeof attentional modulation across anatomical regiamsh high levels of modulation outside the auditeystem.
Indeed, we found that the ASSR localized to thathbgyrus displayed the largest average degredgtefitional modulation.
As seen in Figure 6, most cortical areas display2® % average attentional enhancement from sedeatiention, whereas
regions in the prefrontal cortex showed up to 80 % enhancement, with a local concentration inntigdle frontal gyrus.
This is not surprising per se as the prefrontalecohas been long regarded as the centre of attehttontrol in neuroscience
literature involving auditory attentiéh*® *>**as well as attention in other sensory modafifi&s In addition to the frontal
cortices, we also found relatively more homogeneawsrage attentional enhancement across the telngodaparietal
regions of ~ 25 %. Similar to our findings, attentl enhancement of the ASSR in the auditory cdmexbeen reported by
several studies, although limited to spatig*’and intermodaf™* attention. Evidence of auditory attentional motiokain
the parietal cortex has also been reported in pusvstudies' °>>° although not within the ASSR domain, owing pesh&p
the lack of documentation on ASSR sources outsideatiditory cortex. In relation to this, the motortex, housed by the
parts of the frontal and parietal lobes, is knowrexhibit a robust entrainment to sensory stimaftathythms that is also
enhanced from attentidh °**® Since the ASSR may be conceptualized as an enteait (to the stimulus) itself, it is
reasonable that ASSR activity and its attentionadlnfation was found in the motor cortex.

4.3 Overcoming challenges in ASSR attentional modulation research

Since the current literature is inconsistent abeléther and how intramodal auditory selectiverditd® modulates the
ASSR, a consensus on this topic has yet not besrhee. This is likely attributed to factors relatedstimuli, task and
analytical differences. For instandest, using competing stimuli with too similar propestiean lead to weak perceptual
separation and subsequently less effective seteetitention. In many cases, the competing stimaNiehsimilar or even
identical carrier frequenci&s'® *© and simultaneous ons&tsmaking it difficult for participants to differeiate between
stimuli, thereby translating into a smaller ASSRwpo difference between Attend and Unattend conddtiovhich the
measurement instrument and analysis approach maensensitive enough to pick upecond, several studies adopted a
target detection task, placing salient targetshsag a change in frequency or intensity, in both ditended stream and
distractor streami&'” %’ This can result in a bottom-up effect from thetmictor during the appearance of targets, thereby
reducing the degree of selective attention to tiended stream. Moreover, there is evidence demadimgj that salient
events amplify the ASSR in the unattended stf&awhich can also reduce the Attend vs Unattend AS&frast. Athird
reason could be the narrow focus on temporal ayditore regions in source models used to localiseASSR by most
studied®*® *’ Although the ASSR is strongest at these areamgssided focus on these regions risks overlookthgr areas
such as the frontal and parietal cortices thateodribit greater selective attention effects, amdeed seen in our current
study. In this study, we sought to alleviate thestential pitfalls by improving stream separabiliith the use of tones that
are easily separable by timing as well as pitchpéating the corresponding ERFs to check for sgfgemanipulation of
selective attention, adopting a melody trackind tas place of target detection, and using a disted source model to
examine the entire cortical sheet for ASSR activity

4.4 Limitations of current study:

While we believe that our present results make hometributions to the existing literature on AS8Rthodology as well
as to the neuroscientific understanding of selectivditory attention, the study has several linatest and calls for further
work to clarify the present results. Primarily skieg, our results build on ASSR sources generajedM frequencies close
to 40 Hz and may not be generalizable across ASSBther frequencies as they tend to display diffesource distribution
pattern&”’. Secondly, while the use of sine tones that apamated in time may not be an accurate repregamtait natural
auditory mixtures such as a large choir or a symgharchestra, the ASSR approach developed in thiy/ss the first of its
kind and serves as a stepping stone for futureietuoh selective attention in more natural and dermpnvironments.
Thirdly, while the sensor-space and source-spaatysia provides statistical evidence affirming #tteentional modulation
of the ASSR (primary aim) per se, the current appinocan demarcate cortical contributions to ASSRiutagion broadly
(i.e. attentional effect likely in the frontal-patal cortices), but cannot conclusively pin-poihe tspecific locations
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(especially at a vertex level) that are susceptiblaSSR attentional modulation. In addition, itifficult to discern whether
a specific region exhibits true attention effeatésanstead a result of point-spread from neadoyrees, and this is currently
dependent to some extent, on subjective interpoetadf the reported findings. Nonetheless, thidgtean serve as a
guideline to form region-specific, a-priori hyposies, for more confirmative investigations in theufa.

4.5 Conclusions

In this study, we demonstrated that selective atterstrongly enhances the ASSR, and that thisceffan be robustly
observed at sensor as well as source level anali/$i=EG data. At source level, across-subject ayesasuggest that ASSR
attention enhancement vary widely across the codex is strongest in the frontal regions, whichwisl-aligned with
current literature marking the pre-frontal cortesxtae centre for attentional conffét® * Notably, this work highlights the
importance of including non-auditory areas in AS&#plication studies and advocates a novel ‘beybadeémporal cortex’
perspective on ASSR modulation. Overall, the curstady presents clear evidence that selectivet@ydattention to the
sound content of musical streams increases the ARSRr of the attended stream in temporal, froatel parietal cortical
regions. Since the ASSR can readily capture thtteatmnal changes in a stimuli-precise mannecait serve as a useful
tool for future research on selective attentionamplex auditory scenarios.
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Supplementary Infor mation

S1 Hemispheric lateralization of the ASSR and its attentional modulation

We inspected the hemispheric lateralization of A%SR and its attentional modulation at sensor |lexséhg the ASSR
power spectrum (obtained Methods 2.5.3 before averaging across all sensors). The ASSRepepectrum was averaged
across all gradiometer sensors within each hemisplhe give the average ASSR power spectrum peidpér@re for each
participant. The ASSR power (all units are firi) at f, = 41 Hz corresponding to the Middle voice, irrestpee of Attend
condition, was extracted for each hemisphere ashgective measure of the raw ASSR signal withowt ithfluence of
selective attention. In line with previous findifg$>*> the ASSR power difference between Right (M = 4184° SD,qom
= 4.2+10%) and Left hemisphere (M = 2.36¢10) SD,o1om = 2.7°10°%) vield significant differencest(@7) = 3.76, Ruo-tailed <
0.001), demonstrating a Right-hemispheric lateasiin of the ASSR. To check the lateralization lif ASSR attentional
modulation, for each hemisphere, we extracted tBSR power at.ffor the Bottom and Top voices per Attend condition.
There was no significant hemispheric differenceABSR attentional modulation for either the voic§27) =1.15, R.
tailed,bottom= 0.26;1(27) =1.05, Rvo-tailed,top= 0.30).
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